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APPETISE
http://www.uea.ac.uk/env/appetise

Air Pollution Episodes. Modelling Tools for
| mproved Smog M anagement (2000-2002)

Project objectives:

% To quantitatively inter-compare the performance of
Deterministic and Statistical Air Quality models

% To produce recommendations on the suitability of various
models or various classes of models for specific

applications
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APPETISE Pollutants and
Case Studies

NOy, NO,, PM,, - Helsinki
SO, - Siracusa, Belfast

O; - Rural Stationsin the UK,
Germany and the Czech Republic
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®y1v Air Quality Stationsin Helsinki Metropolitan Area
Environmental Office 2002
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Finnish Meteorological | nstitute

Geogr aphical information
Emission characteristics
Measur ements
Meteorology, traffic, pollution

Emisson
inventories
VTT, LIISA
Corinair

Deter ministic urban scale
modelling system

Dispersion of pollutants
* dationary sources. UDM-FMI
* roadsde: CAR-FMI
* dreet canyon: OSPM (NERI)
« forecasting air quaity: API-FMI

Kukkonen, J. et al (2003)
Proccedings of the 4 International

Conference on Urban Air Quality.
Prague, Czech Republic.

GIS
Statistical Maplnfo

Analyss | | Visualisation




Neural Network (NN) models

Feed-f or war d back- propagati on
Mul til ayer Perceptron

Five MLP ‘types':
1) NNS-L assuming homoscedastic Gaussian noise
2) NNG-L assuming heter oscedastic Gaussian noise
3) NNL-L assuming L aplacian noise
4) NN2-L assuming two component mixture heter oscedastic
Gaussian noise
5) NN3-L assuming three component mixture heter oscedastic
Gaussian noise
Onelinear modd!:
6) LN assuming homoscedastic Gaussian noise




Experimental data, Helsinki, 1996 - 1999

Concentration data
% PM10, NOx and NO2
% Urban, traffic stations of Toolo and Vallila

Traffic flow data

% Hourly traffic volumes and average driving speeds for
various vehicle categories

Replacement of missing concentration values:
#* In order to obtain a harmonised and uniform database

% Linear interpolation and a self-organising map, developed
a UKU




Experimental data, Helsinki, 1996 - 1999

M eteor ological data

= Observed meteorological data - synoptic stations at Helsinki-
Vantaa and Helsinki-1sosaari

= Observed meteorological data - an urban station at Kaisaniemi
In Helsinki

* Pre-processed meteorological data -based on measured data
from the synoptic stations

Outputs

= The concentration time series of PM 10 and NO: at the stations
of TOolo and Valila

» Four sequential testing periods, each with a duration of one
year




Statistical evaluation of model performance

Various statistical parameters, e.qg.,
|ndex of Agreement:

A= C-CJ
I, -CJ) +[c, [

Where
CIO = Predicted Concentrations

C, = Observed Concentrations




Averages 1996-1999, T66l6 and Vallila, NO2
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Averages 1996-1999
T0016, PM10
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Summary (1/2)

The performance of the neural network (NN) Dl
models (against measur ed data)

The non-linear NN models perform better than the linear
models (clearly, the processes are not linear ...)

The NN model performance is better for NO», compared with
that for PM 10 (many source categories for PM 1)
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The performance of NN models compar ed with
deterministic (DET) models

For predictions at a specific spatial location: The performance of
both the neural network models and the deterministic models was
fairly good and of the same order.

For predictions of spatial concentration distributions. The neural
network models are not applicable

NN models (once trained) are computationally more effective

DET models can be more easily extended to other locations and
time periods (e.g., analysis of scenarios for the future)




http://theoval .sys.uea.ac.uk/~gcc/
proj ects/appetise/demonstrator/
Berlin_SO2.html




JANN (Java Artificial Neural Network), tool for air pollution
modelling by using Multi-layer Perceptron Neural Networks

http://www.dees.unict.it/user sgnunnari/appetise/jann/index.html
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JANN [(Java Artificial Neural Netwoark)
a meural tool For air pollution modeling

Dieveloped at the University of Catania in the framewark of the AFFETIRE projerct
Swmtrebuction u pelafies mdebeg
A b= devrriptinn of the nepral apprusch

The JAMY uinrial

G direridy o JANN page




Futurework (1)

FORECAST

Forecasting Air Quality
using HIRLAM NWP
Model Output
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Futurework (2)

M eteor ological observations

v

Global / Regional NWP models

\

Limited area NWP

v

M eso-meteor ological models
(e.g. non-hydr ostatic)

FUMAPEX

“Integrated Systems for
Forecasting Urban
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M eteoro' Ogy’ AI r L ocal scale models
Pollution and
Population Exposure” et pre-processors J
_ Interfaces
Emis- ' * v
Coordinated by DMI 32{; > Urban Air Pollution models
EC FP5 S v

Population exposure models



Conclusions

¢ Neural Network models are useful for simulating air quality at a point
s Expert Knowledge can be used in selection of input variables

*» Neural Network models can regularly be updated to reflect the effects
of emission changes
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